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# Descrição:

O estudo orientado tem como objetivo especificar e codificar uma ferramenta que analisa um código na linguagem CUDA, resultando em um relatório que característica a execução desse algoritmo. Além disso, essa ferramenta também irá otimizar o código em função da placa de vídeo que será executado.

# Resultado Esperado:

O resultado esperado pelo trabalho é ter uma métrica que avalia o ganho de recursos e de tempo que a ferramenta proporciona. Para isso, será avaliado a vantagem em desempenho quando um algoritmo escrito na linguagem CUDA é submetido numa placa de vídeo de configuração especifica. Além disso, será esperado que a ferramenta gere uma descrição do algoritmo de tal forma que a GRID de GPU possa analisar e escalonar a execução da melhor forma possível.

# Critério de avaliação:

O critério de avaliação desse trabalho é verificar se a ferramenta está gerando um ganho de desempenho da execução otimizado do algoritmo CUDA em placas de vídeo de configuração especifica. Uma outra avaliação será feita quanto a descrição do algoritmo que a ferramenta realiza quando é submetido um algoritmo na linguagem CUDA.

# Cronograma de Atividade:

O cronograma de atividades foi construído baseado no termino do período letivo do calendário da UFF. De acordo com o calendário, o período termina no final do mês de junho. Sendo assim, o cronograma será construído de forma a terminar no meio do mês de junho.

Até o final do mês de Abril, será levantado todos os artigos associado ao Estudo Orientado e será marcado os seus principais.

O mês de Maio será reservado para o desenvolvimento da ferramenta descrito pelo Estudo Orientado.

Por fim, até a metade do mês de Junho, será gerado as métricas de avaliação do trabalho resultando em documentos que avaliam a contribuição dessa ferramenta.
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